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In management research, as in other empirical fields, researchers use substantive theory to derive testable predictions or hypotheses. For instance, one may hypothesize that “a firm’s industry visibility is positively associated with its corporate social performance” (Chiu & Sharfman, 2011: 1564), that “prosocial role expectations are positively related to citizenship behavior” (Dierdorff, Rubin, & Bachrach, 2012: 577), or that “the relationship between competitive negotiation tactics and career or paid work effort will be moderated by gender such that the relationship will be more strongly positive for men than for women” (Livingston, 2014: 955). These hypotheses are then tested in the sense that they are confronted with empirical data that may either contradict or support the hypotheses of interest. But how exactly should one measure the extent of such empirical (dis)confirmation?

In most empirical disciplines, including management research, the dominant method to gauge the statistical support for the hypothesis of interest is \( p \)-value null hypothesis significance testing (\( p \)NHST). Formally, the \( p \) value is defined as the probability of encountering a test statistic at least as extreme as the one that was observed, given that the null hypothesis is true, that is, given that the effect of interest does not exist (Schervish, 1996). Thus, \( p \) values signal the extremeness of the data under the null hypothesis \( H_0 \); low \( p \) values (i.e., \( p < .05 \)) indicate extreme data and usually lead researchers to reject the null hypothesis and, by default, interpret this as evidence in favor of the alternative hypothesis (which usually is the hypothesis of interest). Therefore, \( p \)-value logic resembles a proof by contradiction: To show that the alternative hypothesis is true, one postulates that it is false so that the null hypothesis is true and demonstrates that this scenario is untenable.

Unfortunately, \( p \) values have a number of serious logical and statistical limitations (e.g., Wagenmakers, 2007). In particular, \( p \) values cannot quantify evidence in favor of a null hypothesis (e.g., Gallistel, 2009; Rouder, Speckman, Sun, Morey, & Iverson, 2009), they overstate the evidence against the null hypothesis (e.g., Berger & Delampady, 1987; Edwards, Lindman, & Savage, 1963; Johnson, 2013; Sellke, Bayarri, & Berger, 2001), and they depend on the sampling plan, that is, they depend on the intention with which the data were collected; consequently, identical data may yield different \( p \) values (Berger & Wolpert, 1988; Lindley, 1993; a concrete example is given below).

Bayesian hypothesis testing using Bayes factors provides a useful alternative to overcome these problems (e.g., Jeffreys, 1961; Kass & Raftery, 1995). Bayes factors quantify the support that the data provide for one hypothesis over another; thus, they allow researchers to quantify evidence for any hypothesis (including the null) and monitor this evidence as the data accumulate. In Bayesian inference, the intention with which the data are collected is irrelevant (Rouder, 2014). As will be apparent later, inference using \( p \) values can differ dramatically from inference using Bayes factors. Our main suggestion is that such differences should be acknowledged rather than ignored.

The primary purpose of this article is to explain the conceptual foundations and practical complications of model selection and hypothesis testing using Bayes factors. Below we first outline the conceptual basis of Bayesian inference in general and Bayesian hypothesis testing using Bayes factors in particular. We then apply the Bayes factor methodology to a concrete example from the Journal of Management inspired by the recent work of Dierdorff et al. (2012). The appendices in the online supplemental material provide code and instructions that allow the reader to carry out Bayes factor regression analysis on other data sets.
Bayesian Inference in a Nutshell

The methodology of $p$ values is based on frequentist statistics, in which probability is conceptualized as the proportion of occurrences in the large-sample limit. An alternative statistical paradigm, whose popularity has risen tremendously over the past 20 years (e.g., Poirier, 2006), is Bayesian inference. In Bayesian inference, probability is used to quantify uncertainty or degree of belief.

The many aspects of Bayesian inference are explained in detail elsewhere (e.g., Dienes, 2008; Kruschke, 2010; M. D. Lee & Wagenmakers, 2013; and the articles in this special issue, such as Zyphur & Oswald, 2015). Here we explain the essentials in as far as they are required to understand, at a conceptual level, the material covered in later sections.

As a concrete example, consider Study 3 from Bechtoldt, de Dreu, Nijstad, and Zapf (2010), in which a sample of 75 midlevel employees from a large health insurance company in The Netherlands were asked to complete the Dutch Test for Conflict Handling (DUTCH; de Dreu, Evers, Beersma, Kluwer, & Nauta, 2001). This test measures the extent to which an employee self-identifies with four different styles of conflict management (i.e., problem solving, contending, avoiding, and yielding). The DUTCH measures each conflict management strategy using four items on a scale from 1 (strongly disagree) to 5 (strongly agree). Sample items are “I give in to the wishes of the other party” (yielding) or “I avoid a confrontation about our differences” (avoiding).

For illustrative purposes, we focus here on a small subset of the data from Bechtoldt et al. (2010): the positive correlation between yielding and avoiding. Figure 1 shows the data, kindly made available to us by Carsten de Dreu. It is evident from the figure that employees...
with high scores on yielding also tend to have high scores on avoiding. This relation can be quantified by the Pearson correlation coefficient, whose sample value ($r$) equals .41 and is significantly different from 0 ($p = .0003$, two-sided test; Table 4 in Bechtoldt et al.).

A Bayesian analysis may proceed as follows. The model under consideration assumes that the data come from a bivariate Normal distribution, and interest focuses on the unknown correlation coefficient rho. In Bayesian statistics, the uncertainty about rho before seeing the data is quantified by a probability distribution known as the prior. Here we specify a default prior distribution, one that expresses that we do not have much knowledge about the size of the correlation coefficient beforehand and stipulates that every value of rho is equally plausible a priori (Jeffreys, 1961); this yields a uniform distribution ranging from $-1$ to $1$, shown in Figure 2 as the dashed line. It is possible to specify different models by changing the prior distribution. For instance, we could have incorporated the knowledge that rho is expected to be positive and used a uniform prior distribution that ranges only from 0 to 1. We refrain from doing so here because the frequentist analysis is also two-sided, but we note that a complete analysis requires one to explore whether the statistical conclusions hold across a range of plausible priors.

Next, the prior is combined with the information coming from the data (i.e., the prior is multiplied with the likelihood, here: the bivariate Normal) and the result is a posterior distribution. This posterior distribution quantifies the uncertainty about rho after having seen the data. Figure 2 shows that compared to the prior distribution, the posterior distribution assigns relatively little mass to values lower than .2 and higher than .6. Using the posterior distribution, one can quantify how likely it is that rho falls between, say, .2 and .4; or one can provide a 95% credible interval for rho. In contrast to the frequentist 95% confidence interval, the Bayesian credible interval has a direct and intuitive interpretation as “the probability that $\rho$ is in the specified interval” (Hoekstra, Morey, Rouder, & Wagenmakers, 2014).
Bayesian Hypothesis Testing

The posterior distribution allows one to answer the general question, what do we know about the correlation between yielding and avoiding in the Dutch employees, assuming from the outset that such a correlation exists? This formulation reveals that we cannot use the posterior distribution alone for drawing conclusions about competing hypotheses because doing so presupposes that the null hypothesis is false. Consequently, hypothesis testing based on forming a confidence region for the parameter of interest can be misleading (Berger, 2006: 383).

Hence, when the goal is hypothesis testing, Bayesians need to go beyond the posterior distribution. To answer the question regarding to what extent the data support the presence of a correlation, one needs to compare two models: a null hypothesis that states the absence of the effect (i.e., H0: \( \rho = 0 \)) and an alternative hypothesis that states its presence. In Bayesian statistics, this alternative hypothesis needs to be specified precisely. In our scenario, the alternative hypothesis is specified as H1: \( \rho \sim \text{Uniform}(-1,1) \), that is, rho is distributed uniformly ranging from −1 to 1 (i.e., before seeing the data, every value of rho is deemed equally likely).

In Bayesian hypothesis testing, hypotheses or models may be more or less plausible a priori. Before having seen the data, the relative plausibility of the competing models can be expressed through the prior model odds, that is, \( p(H1)/p(H0) \). These prior model odds quantify a researcher’s skepticism towards H1 on the basis of theoretical considerations and general knowledge of the world. Thus, when H1 is relatively implausible (e.g., to us: people can look into the future; neutrinos travel faster than the speed of light; people are more creative in the presence of a big box), this translates into low prior odds that H1 is true. Recall that, in the Bayesian paradigm, both \( p(H1) \) and \( p(H0) \) indicate degree of belief and are used to quantify uncertainty. A frequentist may insist that H0 is either true or false, and that, therefore, it cannot have a probability. The Bayesian reply is that the “\( p \)” in \( p(H0) \) does not represent a proportion in a large-sample limit but, instead, represents the degree of belief we are willing to assign to H0 on the basis of our current knowledge of the world.

After having seen the data D, the relative plausibility is known as the posterior model odds, that is, \( p(H1 \mid D)/p(H0 \mid D) \). The change from prior to posterior odds that is brought about by the data is referred to as the Bayes factor, that is, \( BF_{10} = p(D \mid H1)/p(D \mid H0) \). Thus, the Bayes factor grades the decisiveness of the evidence by pitting against each other the probability of the observed data under H1 versus the probability of the observed data under H0. When H1 is defined as a single point (i.e., \( \rho = .4 \)), the Bayes factor reduces to a simple likelihood ratio.

Because of the inherently subjective nature of the prior model odds, the emphasis of Bayesian hypothesis testing is on the amount by which the data shift one’s beliefs, that is, on the Bayes factor. Thus, when the Bayes factor \( BF_{10} \) equals 10.5, the data are 10.5 times more likely under H1 than under H0. When the Bayes factor \( BF_{10} \) equals 0.2, the data are 5 times more likely under H0 than under H1. This way, the Bayes factor offers a method for skeptics and proponents to agree on the evidence provided by the data, while still disagreeing on the prior odds (and, hence, the posterior odds). Consider an extreme example: A psi proponent might believe it is entirely reasonable that people can look into the future, whereas a psi skeptic might believe that this is virtually impossible. Hence, their prior odds on the existence of psi differ greatly. Nevertheless, the proponent and skeptic may fully agree on the
extent to which the data from a particular experiment change the prior odds. As more data become available, both skeptic and proponent should adjust their beliefs in the direction of the hypothesis that is best supported by the data. A spatial analogy is that the Bayes factor measures neither the starting point of a journey nor the end point; instead, it measures the distance that is traveled.

Even though the Bayes factor has an unambiguous and continuous scale, it is sometimes useful to summarize the Bayes factor in terms of discrete categories of evidential strength. Jeffreys (1961, Appendix B) proposed the classification scheme shown in Table 1. We replaced the labels “worth no more than a bare mention” with “anecdotal,” “substantial” with “moderate,” and “decisive” with “extreme” (Wetzels, van Ravenzwaaij, & Wagenmakers, in press). These labels facilitate scientific communication but should be considered only as an approximate descriptive articulation of different standards of evidence.

Bayes factors represent “the standard Bayesian solution to the hypothesis testing and model selection problems” (Lewis & Raftery, 1997: 648) and “the primary tool used in Bayesian inference for hypothesis testing and model selection” (Berger, 2006: 378). Nevertheless, Bayes factors come with a series of challenges, three of which stand out. These challenges are discussed in the next section, which may be skipped by the reader who is not interested in the statistical details.

### Three Challenges for Bayesian Hypothesis Testing

The first challenge for Bayesian hypothesis testing is the specification of sensible prior distributions for the parameters that are subject to test. For Bayesian hypothesis testing, it matters whether we test H0 versus H1: \( \rho \sim \text{Uniform}(–1,1) \) (the correlation can take on any value), versus H2: \( \rho \sim \text{Uniform}(0,1) \) (the correlation is positive), or versus, say, H3: \( \rho \sim \text{Uniform}(–0.1, 0.1) \) (there is a correlation but it is small). The fact that the result depends on the prior specification is not in itself a challenge or a limitation. In fact, it is desirable that different results are obtained for different models: H1 is a relatively flexible model that keeps all options open, and H2 is less flexible than H1 because it rules out the possibility that rho is negative. Finally, H3 is the most parsimonious, least flexible alternative model—it is very

<table>
<thead>
<tr>
<th>Bayes factor BF&lt;sub&gt;12&lt;/sub&gt;</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; 100</td>
<td>Extreme evidence for ( M_1 )</td>
</tr>
<tr>
<td>30</td>
<td>Very strong evidence for ( M_1 )</td>
</tr>
<tr>
<td>10</td>
<td>Strong evidence for ( M_1 )</td>
</tr>
<tr>
<td>3</td>
<td>Moderate evidence for ( M_1 )</td>
</tr>
<tr>
<td>1</td>
<td>Anecdotal evidence for ( M_1 )</td>
</tr>
<tr>
<td>1/3</td>
<td>No evidence</td>
</tr>
<tr>
<td>1/10</td>
<td>Anecdotal evidence for ( M_2 )</td>
</tr>
<tr>
<td>1/30</td>
<td>Moderate evidence for ( M_2 )</td>
</tr>
<tr>
<td>1/100</td>
<td>Strong evidence for ( M_2 )</td>
</tr>
<tr>
<td>&lt; 1/100</td>
<td>Very strong evidence for ( M_2 )</td>
</tr>
<tr>
<td>&lt; 1/100</td>
<td>Extreme evidence for ( M_2 )</td>
</tr>
</tbody>
</table>
similar, in fact, to $H_0$ and therefore a relatively large number of data points will be required before $H_3$ can be discriminated from $H_0$ with much confidence. It should be noted that this claim is not undisputed, and some statisticians prefer a method for hypothesis testing or model selection that is less sensitive to prior specification (for a discussion, see Aitkin, 1991; Liu & Aitkin, 2008; Vanpaemel, 2010).

Because the Bayesian hypothesis test is relatively sensitive—as it should be—to the prior distribution, the specification of this prior distribution requires considerable care. In the case of the Pearson correlation, we may follow Jeffreys (1961) and place a uniform prior on $\rho$, but this is not feasible for variables with unbounded support, such as the mean of a Normal distribution. Considerable effort has been spent to develop “default” prior distributions, that is, prior distributions that work well across a wide range of substantively different applications. For instance, the default priors we use for linear regression are known as the Jeffreys-Zellner-Siow (JZS) priors (Jeffreys; Liang, Paulo, Molina, Clyde, & Berger, 2008; Rouder & Morey, 2012; Zellner & Siow, 1980); as discussed later, these priors fulfill several general desiderata and can provide a reference analysis that may, if needed, be fine-tuned using problem-specific information.

Another less obvious manifestation of the first challenge relates to the specification of the null hypothesis. Traditionally, in frequentist and Bayesian frameworks alike, the null hypothesis is specified as a single point, in this case, $H_0: \rho = 0$. However, it has been argued that, in observational studies at least, the null hypothesis is never true exactly (e.g., Cohen, 1994; Meehl, 1978). When this is the case, the conclusion is already known before the experiment is conducted: “the null hypothesis is false.” All that needs to happen to make the test support this truism is to collect a sufficient number of observations. From this perspective, a test of a point null hypothesis is merely a check on whether the number of observations was large enough.

In the interest of brevity, we forgo a philosophical debate on the circumstances under which a point null hypothesis can be true exactly. Instead, the principled Bayesian solution to the problem—when it is felt to be particularly acute—is to change the specification of the null hypothesis from a single point to a small interval around 0 (Morey & Rouder, 2011). In the case of the conflict management strategy example above, such an interval null hypothesis can be specified, for example, as $H_0: \rho \sim \text{Uniform}(-.05,.05)$, a uniform distribution from $-.05$ to $.05$. Thus, Bayes factors can be used to test a wide variety of different models; when there are compelling a priori reasons to question the relevance of a point null hypothesis, the Bayesian framework allows the researcher to specify and test a null hypothesis instead.

It is worth stressing that, as in all modeling of the hypothesis-testing type, the crucial elements of the model specification need to be in place before the data have been observed (e.g., De Groot 1956/2014). If this rule is violated, a researcher runs the danger of using the data twice: once to motivate or fine-tune the hypothesis and again to test that hypothesis. Such double use of data is not allowed in any statistical paradigm, be it frequentist or Bayesian.

The second challenge for Bayesian hypothesis testing is whether hypothesis testing should be engaged in at all. Several statisticians and social scientists have argued that testing should be replaced by estimation (e.g., Cumming, 2014; Gelman & Rubin, 1995; Kruschke, 2010). This debate might never be settled, but it is our belief that hypothesis testing constitutes a legitimate scientific endeavor that requires a proper statistical implementation (Morey, Rouder, Verhagen, & Wagenmakers, 2014). For instance, suppose a team of researchers...
wishes to study whether the consumption of red wine helps prevent the common cold (Takkouche, Regueira-Mendez, Garcia-Closas, Figueiras, Gestal-Otero, & Hernan, 2002). After the data have been collected, the immediate, intuitive, and legitimate scientific question is, does the consumption of red wine help prevent the common cold or does it not? If there is any beneficial effect at all, even if it is small, then follow-up research may be called for. Such follow-up research may seek to understand the putative biological mechanism and thereby open up avenues to amplify or adjust the effect. Note that there exists only one special effect size that can never be amplified, no matter how delicate the purification of the materials and design. This unique effect size is 0. In other words, the presence of an effect is qualitatively different from the absence of an effect. Can people look into the future? Is a particular gene involved in the progression of Alzheimer’s? Did researchers observe the Higgs boson? Can neutrinos travel faster than the speed of light? All of these questions are legitimate, and yet an estimation framework is unsuited to address them. Of course, estimation fulfills an important scientific function; after confirming that there is an effect, the very next question is, How big is it? Effect size estimation fulfills an important role, which is most clearly seen in prediction and in cost-benefit analyses. But before estimating the size of an effect, we first need to estimate whether it is present at all. This sentiment echoes that of Sir Harold Jeffreys: “If K [the Bayes factor] is small, so that the null hypothesis has a small probability, we shall want an estimate of α [the parameter under scrutiny] on the alternative hypothesis” (1973: 55).

The third and final challenge for Bayesian hypothesis testing is computational: Bayes factors can be relatively difficult to obtain. The Bayes factor is the ratio of so-called marginal likelihoods, for instance $BF_{10} = \frac{p(D | H_1)}{p(D | H_0)}$, where numerator and denominator indicate the probability of the observed data under the hypothesis at hand. These marginal likelihoods are obtained by integrating or averaging the likelihoods over a model’s prior parameter space; this way, all predictions that the model makes are taken into account. Flexible models make many predictions, and if most of these predictions are wrong, this drives down the average likelihood (M. D. Lee & Wagenmakers, 2013). This is how Bayes factors implement Occam’s razor or the principle of parsimony (e.g., Myung, Forster, & Browne, 2000; Myung & Pitt, 1997; Wagenmakers & Waldorp, 2006).

Although integrating the likelihood over the prior distribution is vital to obtain Bayes factors and penalize models for undue complexity, the integration process itself can be analytically infeasible and computationally demanding (e.g., Gamerman & Lopes, 2006). Fortunately, the details of the specific situation may often allow Bayes factors to be obtained without conducting the integration process. For instance, consider the set of models for which $p$ values can be computed; this set features a comparison between a null hypothesis that is a simplified version of a more complex alternative hypothesis—in the previous example on the conflict management strategies, $H_1: \rho \sim \text{Uniform}(-1,1)$ can be simplified to $H_0$ by setting $\rho$ equal to 0. For such a comparison between nested models, one can obtain the Bayes factor by the Savage-Dickey density ratio (e.g., Dickey & Lientz, 1970; Wagenmakers, Lodewyckx, Kuriyal, & Grasman, 2010).

Figure 2 visualizes the Savage-Dickey density ratio by the two dots that indicate the height of the prior and posterior distribution at $\rho$ equals 0. Specifically, Figure 2 indicates that, under $H_1$, the prior density at $\rho$ equals 0 is higher than the posterior density—in other words, the data have decreased the belief that $\rho$ equals 0. The ratio between prior and
posterior height equals 89.29, and this ratio equals the Bayes factor. Thus, for nested models, one can obtain the Bayes factor without integrating over the prior parameter space; instead, one can consider the prior and posterior distribution for the parameter that is subject to test, and the Bayes factor is given by the ratio of the ordinates.

Advantages of Bayesian Hypothesis Testing

Bayesian hypothesis testing through Bayes factors provides the researcher with several concrete and practical advantages. First and foremost, the Bayes factor quantifies evidence for and against two competing statistical hypotheses. It does not matter whether one of the hypotheses under consideration is a null hypothesis. Hence, evidence can be quantified in favor of the null hypothesis, something that is impossible using the $p$ value (e.g., Gallistel, 2009; Rouder et al., 2009).

Related to the previous point, the Bayes factor is inherently comparative: It weighs the support for one model against that of another. This contrasts with the $p$ value as proposed by Fisher, which is calculated conditional on the null hypothesis being true; the alternative hypothesis is irrelevant as far as the calculation of the $p$ value is concerned. Consequently, data that are unlikely under $H_0$ may lead to its rejection, even though these data are just as unlikely under $H_1$—and are therefore perfectly uninformative. Consequently, $p$ values are known to overstate the evidence against $H_0$ (e.g., Berger & Delampady, 1987; Edwards et al., 1963; Johnson, 2013; Sellke et al., 2001).

An additional advantage is that, in contrast to the $p$ value, the Bayes factor is not affected by the sampling plan, or the intention with which the data were collected. Consider again the conflict management strategy example and the data shown in Figure 1. We reported that for this correlation, the $p$ value equals .0003. However, this $p$ value was computed under a fixed-sample-size scenario; that is, the $p$ value was computed under the assumption that the experimenter set out to collect data from 75 employees and then stop.

In the conflict management strategy example, it is likely that the sampling plan was to obtain responses from as many employees as possible within a particular window of time. One may argue, therefore, that the appropriate sample space for the computation of the $p$ value should take into account the possibility that many fewer responses could have been obtained, or many more (Cox, 1958). This is an unwelcome complication, which the researcher may wish to avoid by pretending that a fixed-size sampling plan was employed.

The assumption of a fixed-size sampling plan is unacceptable when the data become available over time as dictated by nature or by another force outside of the influence of the experimenter. For instance, one may study the relation between annual fluctuations in gross domestic product and life-satisfaction self-reports in Sweden; every year, a new datum is added, indefinitely, and after every year one wishes to grade and reassess the decisiveness of the evidence in favor of an association between the two variables. In this situation, the sampling plan is undefined. It could be something like “Swedish gross domestic product and life-satisfaction measures will continue to come in every year until the country ceases to exist.” But even this sampling plan is vague; we learn only that we can expect quite a few data points more.

In order to compute a $p$ value, one could settle for the fixed-sample-size scenario and simply ignore the details of the sampling plan. However, consider the fact that new data
points will continue to be added to the set. How should such future data be analyzed? One can pretend, after every new datum, that the sample size was fixed. However, this myopic perspective induces a multiple comparison problem—every new test has an additional probability of falsely rejecting the null hypothesis, and the myopic perspective therefore fails to control the overall Type I error rate.

For Bayes factors, in contrast, the sampling plan is irrelevant to inference (as dictated by the stopping rule principle; Berger & Wolpert, 1988; Rouder, 2014). This means that researchers can monitor the evidence (i.e., the Bayes factor) as the data come in and terminate data collection whenever they like, such as when the evidence is deemed sufficiently compelling or when the researcher has run out of resources. Figure 3 illustrates the process for the conflict management strategy example. In this particular example, the order in which the employees filled out the questionnaires is unknown, but we can make our point by taking a random order and pretending that this was the order in which the data arrived. In fact, we demonstrate a key property of Bayesian updating by showing the results for three different random orderings.

In Figure 3, the Bayes factor is monitored from the third employee onward (the first two data points do not allow the calculation of a Bayes factor, which was therefore set to 1). In this example, for all three random orderings, the evidence in favor of the alternative hypothesis is absent until about the 50th employee; subsequently, the evidence increases steeply until the final 75th employee is accounted for, at which point the Bayes factor provides very strong evidence in favor of H1 (i.e., $BF_{10} = 89.29$). Clearly, results from
new employees can be added and the evidence can be updated continually. Note that the final Bayes factor is equal for all three random orderings, illustrating the fact that for exchangeable data, Bayesian conclusions do not depend on the order in which the observations arrived or indeed on whether the data became available simultaneously or one at a time.

**Bayesian Hypothesis Testing for Regression Models**

Across the empirical sciences, regression analysis is one of the most popular statistical tools: a dependent or criterion variable (e.g., income) is accounted for by a weighted combination of independent or predictor variables (e.g., level of education, age, gender). In management research, the inclusion of particular predictor variables often amounts to the test of a specific theory or hypothesis in the sense that statistical support for the inclusion of the predictor variables yields conceptual support for the theory that postulated the importance of those variables.

The Bayesian principles outlined in the previous section also hold for regression models (e.g., Liang et al., 2008; Rouder & Morey, 2012). Suppose model $M_X$ includes $x$ predictors, and model $M_Y$ includes $x$ predictors plus one additional predictor. The evidence for the inclusion of this additional predictor is then given by $BF_{YX} = p(D | M_Y) / p(D | M_X)$. Now suppose a third model, $M_Z$, again includes one predictor more than $M_Y$. The evidence for $M_Z$ over $M_X$ is $BF_{ZX} = p(D | M_Z) / p(D | M_X)$. Thus, we know the strength of evidence for both $M_Y$ and $M_Z$ versus the simplest model $M_X$. Then it is easy to see that the evidence for $M_Y$ versus $M_Z$ can be obtained by transitivity as follows: $BF_{ZY} = BF_{ZX} / BF_{YX}$. Thus, all that is required to assess the evidence for and against the inclusion of predictors is the ability to compute the Bayes factor for any specific model against a common baseline model without predictors; the Bayes factors for different extended models against each other can then be obtained through transitivity.

The remaining difficulty is to specify suitable priors for the beta regression coefficients. Here we adopt an objective Bayesian perspective and specify priors based on general desiderata instead of on substantive knowledge that is unique to a particular application. In linear regression models, the most popular objective prior specification scheme is inspired by the pioneering work of Harold Jeffreys and Arnold Zellner. This JZS prior specification scheme (Bayarri, Berger, Forte, & Garcia-Donato, 2012; Jeffreys, 1961; Liang et al., 2008; Rouder & Morey, 2012; Zellner & Siow, 1980) assigns a multivariate “fat-tail Normal” distribution to the regression coefficients. Detailed mathematical derivation, explanation, and motivation for the JZS prior is provided elsewhere (i.e., Liang et al., 2008; Rouder & Morey, 2012; Wetzels, Grasman, & Wagenmakers, 2012). Here the emphasis is on the conceptual interpretation and practical utility of the Bayes factors associated with the JZS specification. In this context, it is important to emphasize that there exists user-friendly software to obtain the JZS Bayes factors—in particular, we attend the reader to Jeff Rouder’s Web-applet (http://pcl.missouri.edu/bf-reg) and the corresponding BayesFactor package in R. Appendix A includes the R code that we used for the analysis of the examples in this article, and Appendix B provides a step-by-step recipe on how to reproduce our results using Rouder’s Web-applet (see the online supplemental material).
An Example From the Journal of Management

The goal of this section is to underscore the advantages of JZS Bayes factor hypothesis testing for hierarchical regression when applied to a practical analysis problem in management research. Hierarchical regression\(^4\) is one of the most generic and popular methods of hypothesis testing used in the Journal of Management; a quick literature survey of all Journal of Management articles that were either “in press” or published in 2013 revealed that at least 11 articles used hierarchical regression.

In a hierarchical regression analysis, predictor variables are added to the regression equation sequentially, either one by one or in batches. The sequence by which the predictors are entered is determined by their hierarchy, which is motivated by theoretical considerations and the structure of the data. Usually, the batch of predictors added in the first step represents nuisance variables that are outside the immediate focus of interest. Such variables may include demographic information, such as socioeconomic status, gender, and age. In the next step, the researcher adds a variable of interest (e.g., communication style) and judges the extent to which this variable adds anything over and above the nuisance variables that were added in the first step. At every next step, new predictors can be added to the regression equation, and the order of inclusion usually reflects an increasing level of sophistication of the hypotheses under consideration. For instance, the third step may feature a predictor that quantifies the interaction between communication style and prosocial role expectations. At any step, the statistical support for the hypothesis that postulates the presence of the new predictors is determined by the increase in variance explained, as formalized by an $F$ test (Cohen & Cohen, 1983) that follows the logic of $p$NHST.

Below, we outline two different ways in which Bayes factors allow researchers to assess the importance of predictors: covariate testing and model comparison (Rouder & Morey, 2012). For concreteness, our points are illustrated using a design from Dierdorff et al. (2012). As we did not have access to the original data, we chose to make our points using simulated data generated to yield summary statistics as similar as possible to those that were reported for the original data. These simulated data form the basis of our analysis; the file with simulated data can be found online\(^5\) so that the interested reader can confirm and redo our analysis. Because the data are simulated, no substantive conclusions can be attached to the results with respect to the original data by Dierdorff et al. Instead, our aim is to illustrate the JZS Bayes factor procedure using an example of realistic complexity.

Theoretical Background of the Dierdorff et al. (2012) Study

The study of Dierdorff et al. focused on citizenship, a concept defined as the set of “cooperative, helpful behaviors extending beyond job requirements” (2012: 573). Citizenship is affected both by work context and by role expectations, that is, the “beliefs about what is required for successful role performance” (575).

On the basis of an extensive literature review and detailed reasoning process, Dierdorff et al. proposed the following five hypotheses about the effects of work context and role expectations on citizenship:
“Hypothesis 1: Prosocial role expectations are positively related to citizenship behavior.” (2012: 577)

“Hypothesis 2: The relationship between role expectations and citizenship is stronger in more interdependent contexts.” (579)

“Hypothesis 3: The relationship between role expectations and citizenship is stronger in more socially supportive contexts.” (580)

“Hypothesis 4: The relationship between role expectations and citizenship is stronger in more autonomous contexts.” (581)

“Hypothesis 5: The relationship between role expectations and citizenship is weaker in more ambiguous contexts.” (581)

In the Dierdorff et al. study, these hypotheses were tested using data from two sources: (1) self-report surveys filled out by 198 full-time employees and (2) a performance evaluation form completed by the employee’s immediate supervisor.

**Frequentist Analysis**

As mentioned above, we used the information reported in the Dierdorff et al. (2012) study to create a simulated data set that was as similar as possible to the original. All of the following analyses were conducted on the simulated data set. In this section, we discuss the frequentist analysis plan as followed by Dierdorff and colleagues. Table 2 summarizes the main findings (cf. Table 2 in Dierdorff et al.).

As is customary in hierarchical regression (Cohen & Cohen, 1983), the predictors of interest were added in steps. In the first step, the control variable “task-specific performance” was included as a predictor (i.e., Model 1), and this yields an $R^2$ of .38. In the second step, the variable “role expectations” was added (i.e., Model 2), allowing a test of Hypothesis 1. As expected, Hypothesis 1 was confirmed: Inclusion of “role expectation” increases $R^2$ from .38 to .56; in addition, the beta coefficient equals .41 ($p < .001$). In the third step, all remaining variables were added simultaneously (i.e., Model 3). The assessment of Hypotheses 2 through 5 then proceeds by inference on the beta coefficients for the specific predictors from Model 3.

In particular, frequentist inference suggests that the data do not support Hypothesis 2 ($\beta = -0.03, p > .05$), but they do support Hypotheses 3, 4, and 5 ($\beta = -0.04, p < .05; \beta = 0.07, p < .05; \beta = -0.15, p < .001$, respectively).6

**Bayesian Analysis**

From $R^2$, the number of predictors, and the sample size, one can compute the JZS Bayes factors for Models 1, 2, and 3 against the null model (see the appendices in the online supplemental material for R code using the BayesFactor package and for information on Jeff Rouder’s Web-applet http://pcl.missouri.edu/bf-reg); as before, all other Bayes factors can then be obtained by transitivity. Consistent with the frequentist analysis, results showed that the JZS Bayes factors indicated decisive support for Model 3 over Model 2 (i.e., $BF_{32} = 7.39 \times 10^7$), Model 2 over Model 1 (i.e., $BF_{21} = 1.98 \times 10^{13}$), and Model 1 over the null model ($BF_{10} = 9.94 \times 10^{18}$).
Model 3 comprises eight additional predictors, four of which are connected to specific hypotheses. To evaluate the evidence that the data provide for the inclusion of each of these particular predictors and the associated hypotheses, we now turn to a more detailed analysis (see also Rouder & Morey, 2012).

Bayesian Method 1: Covariate testing. This approach is most similar to the \( p \)NHST approach that is currently popular in management research and other empirical social sciences (Faraway, 2002). With covariate testing, the researcher assesses the importance of specific predictors or covariates by eliminating them from the full model that includes all predictors. This method, applied to the simulated Dierdorff et al. (2012) data, is illustrated in Table 3. As before, Model 3 is the full model that contains all predictors. To test each of the four hypotheses (i.e., Hypotheses 2–5 of Dierdorff et al.), we created four matching regression models by excluding a single predictor of interest from the full model.

Using the same tools as in the previous sections, we then computed the Bayes factors for each of the simpler regression models against the full model. Here, a JZS Bayes factor of \( BF_{nf} > 1 \) signifies evidence in favor of the simpler model representing the null hypothesis of no effect.

As Table 3 shows, covariate testing in the example at hand indicates moderate evidence against Hypothesis 2 (i.e., \( BF_{nf} = 4.55 \)) and in favor of the simpler regression model that lacks the relevant predictor. This illustrates the point that Bayes factors can quantify support in

### Table 2

**Hierarchical Regression Results for Simulated Data Based on the Study of Dierdorff, Rubin, and Bachrach (2012)**

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task-specific performance</td>
<td>0.63***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Role expectations</td>
<td></td>
<td>0.41***</td>
<td></td>
</tr>
<tr>
<td>Interdependence</td>
<td></td>
<td></td>
<td>0.22**</td>
</tr>
<tr>
<td>Social support</td>
<td></td>
<td></td>
<td>0.23***</td>
</tr>
<tr>
<td>Ambiguity</td>
<td></td>
<td></td>
<td>0.19**</td>
</tr>
<tr>
<td>Autonomy</td>
<td></td>
<td></td>
<td>0.03</td>
</tr>
<tr>
<td>Interdependence ( \times ) Role Expectations</td>
<td></td>
<td>-0.03</td>
<td>-0.04*</td>
</tr>
<tr>
<td>Social Support ( \times ) Role Expectations</td>
<td></td>
<td>-0.15***</td>
<td></td>
</tr>
<tr>
<td>Ambiguity ( \times ) Role Expectations</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autonomy ( \times ) Role Expectations</td>
<td></td>
<td></td>
<td>0.07*</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>.38</td>
<td>.56</td>
<td>.70</td>
</tr>
<tr>
<td>( \Delta R^2 )</td>
<td>.38***</td>
<td>.18***</td>
<td>.14***</td>
</tr>
<tr>
<td>( BF_{nf0} )</td>
<td>( 9.94 \times 10^{18} )</td>
<td>( 1.97 \times 10^{12} )</td>
<td>( 1.45 \times 10^{40} )</td>
</tr>
<tr>
<td>( BF_{nf1} )</td>
<td>( 1.98 \times 10^{13} )</td>
<td>( 1.46 \times 10^{41} )</td>
<td></td>
</tr>
<tr>
<td>( BF_{nf2} )</td>
<td></td>
<td></td>
<td>( 7.39 \times 10^7 )</td>
</tr>
</tbody>
</table>

*Note: \( N = 198 \). BF = Bayes factor.*

*\( p < .05 \).*

**\( p < .01 \).*

***\( p < .001 \).*
favor of a null hypothesis. For Hypotheses 3 and 4, the evidence provided by the data is anecdotal and does not warrant any conclusions (i.e., BF\textsubscript{3} = 1.23 and BF\textsubscript{4} = 0.53, respectively). This illustrates the point that \( p \) values overestimate the evidence against the null hypothesis; in the corresponding frequentist analysis, the beta coefficients corresponding to Hypotheses 3 and 4 both yielded \( p \) values of less than .05, prompting researchers and readers to reject the null hypothesis. This conflict deserves some emphasis: According to \( p \)NHST, Hypotheses 3 and 4 are supported (i.e., the null hypotheses for the associated beta coefficients can be rejected), but the Bayes factor test indicates that the support for Hypotheses 3 and 4 is virtually nonexistent.

Finally, the data provide extreme support in favor of Hypothesis 5 (BF\textsubscript{5} = 1/1,020,000, indicating overwhelming evidence against the simpler model and in favor of inclusion of the relevant predictor). This illustrates the point that the Bayes factor provides a more informative measure of evidence than the \( p \)-value cutoff (\( p < .001 \)).

Covariate testing is straightforward and conceptually similar to standard testing procedures. However, covariate testing may fail in the presence of collinearity (Rouder & Morey, 2012). Specifically, assume that two predictors (e.g., people’s weight and height) are highly correlated. Leaving only one of the two predictors (e.g., weight or height) out of the full model will do little harm, as the other predictor is able to take over and accommodate the data. On the basis of covariate testing, one may therefore conclude that neither of the two correlated predictors is relevant; this reasoning, however, ignores the possibility that the fit may worsen dramatically when both predictors are left out of the model at the same time.

Table 3

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Full Model</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task-specific performance</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Role expectations</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Interdependence</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Social support</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Ambiguity</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Autonomy</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Interdependence × Role expectations</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Social support × Role expectations</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Ambiguity × Role expectations</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>+</td>
</tr>
<tr>
<td>Autonomy × Role expectations</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>.70</td>
<td>.70</td>
<td>.70</td>
<td>.65</td>
<td>.70</td>
</tr>
<tr>
<td>( \Delta R^2 )</td>
<td>.70</td>
<td>−.00</td>
<td>−.01</td>
<td>−.05(<em>)</em></td>
<td>−.01(*)</td>
</tr>
<tr>
<td>BF\textsubscript{nf}</td>
<td>1</td>
<td>4.55</td>
<td>1.23</td>
<td>1.02 × 10\textsuperscript{−6}</td>
<td>0.53</td>
</tr>
</tbody>
</table>

Note: \( N = 198 \). BF = Bayes factor.
\(*p < .05.\)
\(**p < .001.\)
Bayesian Method 2: Model comparison. In contrast to covariate testing, model comparison represents a more elaborate and complete approach to the variable selection problem. In the Dierdorff et al. (2012) design, there are four crucial predictors, each of which is associated with a specific hypothesis. By including or excluding each of these four predictors independently, one can create 15 different regression models, listed as the first column in Table 4.

The full model $M_f$ includes all four hypotheses and is equivalent to Model 3 in the original study. All other models are simpler and include either 3, 2, or 1 hypotheses. The right-most column of Table 4 provides the Bayes factor for each of these 14 models against the full model. Whenever the Bayes factor $BF_{nf}$ is greater than 1, the data provide evidence in favor of the simpler model over the full model.

As is evident from Table 4, the data provide strong support in favor of Hypothesis 5: All models that outperform the full model ($M_4, M_9, M_{10}, M_{14}$) feature the predictor that represents Hypothesis 5. In addition, the data show little support for Hypothesis 2 either in isolation ($M_{11}$) or in combination with other predictors.

The evidence for Hypotheses 3 and 4 is mixed; these hypotheses do not fare well alone ($M_{12}$ and $M_{13}$) or together ($M_8$), but added to the predictor for Hypothesis 5, they perform reasonably well both separately and together ($M_4, M_9, M_{10}$).

Overall, these conclusions are similar to those obtained with covariate analysis: The data provide support for Hypothesis 5 and against Hypothesis 2, whereas the support for Hypotheses 3 and 4 is ambiguous. A more precise quantification of evidence using model comparison makes use of model averaging (e.g., Hoeting, Madigan, Raftery, & Volinsky, 1999; Liang et al., 2008). In model averaging, one computes the overall inclusion probability for each predictor as the sum of relevant posterior model probabilities—for instance, the inclusion probability for the predictor corresponding to Hypothesis 3 is the sum of posterior model probabilities for $M_f, M_1, M_2, M_4, M_5, M_6, M_9,$ and $M_{12}$.

### Table 4

Model Comparison Results for Simulated Data Based on the Study of Dierdorff, Rubin, and Bachrach (2012)

<table>
<thead>
<tr>
<th>Model</th>
<th>Hypotheses</th>
<th>$R^2$</th>
<th>BF_{nf}</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_f$</td>
<td>$H_2 + H_3 + H_4 + H_5$</td>
<td>.70</td>
<td>1</td>
</tr>
<tr>
<td>$M_1$</td>
<td>$H_2 + H_3 + H_4$</td>
<td>.65</td>
<td>$1.02 \times 10^{-6}$</td>
</tr>
<tr>
<td>$M_2$</td>
<td>$H_2 + H_3 + H_5$</td>
<td>.70</td>
<td>0.53</td>
</tr>
<tr>
<td>$M_3$</td>
<td>$H_2 + H_4 + H_5$</td>
<td>.70</td>
<td>1.23</td>
</tr>
<tr>
<td>$M_4$</td>
<td>$H_3 + H_4 + H_5$</td>
<td>.70</td>
<td>4.55</td>
</tr>
<tr>
<td>$M_5$</td>
<td>$H_2 + H_3$</td>
<td>.65</td>
<td>$3.42 \times 10^{-6}$</td>
</tr>
<tr>
<td>$M_6$</td>
<td>$H_2 + H_4$</td>
<td>.64</td>
<td>$2.98 \times 10^{-7}$</td>
</tr>
<tr>
<td>$M_7$</td>
<td>$H_2 + H_5$</td>
<td>.69</td>
<td>0.71</td>
</tr>
<tr>
<td>$M_8$</td>
<td>$H_3 + H_4$</td>
<td>.65</td>
<td>$5.38 \times 10^{-6}$</td>
</tr>
<tr>
<td>$M_9$</td>
<td>$H_3 + H_5$</td>
<td>.69</td>
<td>2.99</td>
</tr>
<tr>
<td>$M_{10}$</td>
<td>$H_4 + H_5$</td>
<td>.70</td>
<td>4.19</td>
</tr>
<tr>
<td>$M_{11}$</td>
<td>$H_2$</td>
<td>.63</td>
<td>$1.23 \times 10^{-6}$</td>
</tr>
<tr>
<td>$M_{12}$</td>
<td>$H_3$</td>
<td>.64</td>
<td>$2.02 \times 10^{-5}$</td>
</tr>
<tr>
<td>$M_{13}$</td>
<td>$H_4$</td>
<td>.63</td>
<td>$1.16 \times 10^{-6}$</td>
</tr>
<tr>
<td>$M_{14}$</td>
<td>$H_5$</td>
<td>.69</td>
<td>5.41</td>
</tr>
</tbody>
</table>

Note: $M_f = \text{full model}; H_2 \text{ through } H_5 = \text{Hypotheses 2 through 5}.$
General Discussion

Using Bayes factor hypothesis testing, researchers may monitor evidence as the data come in, they may quantify support in favor of the null hypothesis, and they may prevent themselves from prematurely rejecting the null hypothesis. The latter advantage is particularly acute in light of the recent crisis of confidence about the veracity of empirical findings (e.g., Pashler & Wagenmakers, 2012). It is entirely possible that the use of \( p \) NHST has exacerbated the replicability crisis (Johnson, 2013; Nuzzo, 2014; Wetzels, Matzke, Lee, Rouder, Iverson, & Wagenmakers, 2011) and that adoption of Bayes factor hypothesis testing may provide researchers with a more balanced and graded assessment of the evidence in favor of their hypotheses. This is underscored by comments from several statisticians; for instance, Dennis Lindley compared Bayes factors to Fisherian \( p \) values and concluded somewhat cynically:

There is therefore a serious and systematic difference between the Bayesian and Fisherian calculations, in the sense that a Fisherian approach much more easily casts doubt on the null value than does Bayes. Perhaps this is why significance tests are so popular with scientists: they make effects appear so easily. (1986a: 502)

A final comment comes from Berger and Delampady: “First and foremost, when testing precise hypotheses, formal use of \( P \)-values should be abandoned. Almost anything will give a better indication of the evidence provided by the data against \( H_0 \)” (1987: 330). For specific illustrations of this claim, we refer the reader to Edwards et al. (1963), Sellke et al. (2001), and Johnson (2013).

However, the conceptual advantages of Bayes factors may be offset by practical limitations and lingering concerns about feasibility and scope. In particular, one may wonder how to compute Bayes factors for other models that are popular in management research, one may wonder what Bayes factors tell us about the adequacy of a model considered in isolation, and finally, one may wonder whether the time is ripe for management researchers to become Bayesians. We deal with these issues in turn.

Bayes Factors for Other Models in Management Research

In the examples above, we have demonstrated the use of Bayes factors for the Pearson correlation coefficient and for hierarchical regression. However, the concept of Bayes factors is entirely general and carries over to many other models that are common in management research. Although the literature has remained somewhat scattered, default Bayes factors have been developed for a number of relevant models, for instance, (1) contingency tables (e.g., Gunel & Dickey, 1974), (2) mixed analysis of variance designs (e.g., Rouder, Morey, Speckman, & Province, 2012), (3) mediation (Nuijten, Wetzels, Matzke, Dolan, & Wagenmakers, in press), (4) structural equation modeling (e.g., S.-Y. Lee, 2007; Song & Lee, 2012), and (5) generalized linear mixed models (Overstall & Forster, 2010).

A general approach that applies across a wide range of models is to use the Bayesian information criterion (BIC; Schwarz, 1978) as an approximation to a default Bayes factor. This approach has been promoted and explained by Adrian Raftery (1993, 1995; see also Masson, 2011; Wagenmakers, 2007). The main advantage of the BIC is its simplicity: For its
computation, it requires only the maximum likelihood, the number of free parameters, and the number of observations. The BIC approximation may fail in situations where sample size is low, where the relative complexity of a model is affected by the functional form of its parameters (e.g., the difference between $y = a + x$ and $y = x^a$, where the free parameter $a$ serves a very different function; see Myung & Pitt, 1997), and where the hierarchical nature of a model makes it difficult to determine the effective number of observations that the BIC should use (Pauler, 1998).

For the non-BIC versions of Bayes factors, several software packages are available, and we provide a selected overview here: Herbert Hoijtink, Joris Mulder, and colleagues have promoted their package BIEMS (e.g., Hoijtink, 2011; Mulder, Hoijtink, & de Leeuw, 2012); Zoltan Dienes has provided an online tutorial as well as software (http://www.lifesci.sussex.ac.uk/home/Zoltan_Dienes/inference/Bayes.htm); and, finally, Richard Morey has written the BayesFactor package for R (http://bayesfactorpcl.r-forge.r-project.org/), parts of which can be used through Jeff Rouder’s Web site (http://pcl.missouri.edu/bf-reg). We expect that in the near future, many Bayes factor hypothesis tests will be integrated into a single user-friendly package (e.g., JASP, http://jasp-stats.org/).

**Bayes Factors Versus Absolute Goodness of Fit**

The Bayes factor is inherently comparative: It assesses the support that the data provide for one model versus another. This is useful and informative, but it can also be misleading: Even though a specific model may outperform another in terms of the Bayes factor, both models may provide a poor account of the data, invalidating the inference. Thus, before drawing conclusions, it is important to assess absolute goodness of fit and confirm that the best model is also a good model.

This important issue is highlighted in Anscombe’s quartet (Anscombe, 1973), shown here as Figure 4. Each panel shows a different data set, carefully constructed so that the variables have the same means, variances, and linear regression coefficient. For each data set, the Bayes factor is 23, indicating strong support for the presence of a linear association. A casual glance at the figure, however, convinces one that the statistical models and associated inference are valid only for Figure 4A.

Model misfit can be assessed in several ways. Anscombe’s quartet suggests that inspecting data by eye can often be highly informative. In general, one can inspect structure in the residuals and assess the impact of individual data points by successively leaving them out of the analysis. Such methods for assessing absolute model fit can be carried out within both the frequentist and the Bayesian paradigm.

**Should Management Researchers Become Bayesians?**

Several general arguments have been mounted for and against Bayesian inference. Some researchers have tried to indicate explicitly why not every scientist is a Bayesian (e.g., Dennis, 1996; Efron, 1986). For instance, Dennis argued that, in contrast to Bayesian inference, frequentist statistics has a “proven track record” (1996: 1101). Efron argued that “the high ground of scientific objectivity has been seized by the frequentists” (1986: 4). In response to Efron, Dennis Lindley stated that “every statistician would be a Bayesian if he
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Over the last two decades, the use of Bayesian inference has greatly increased, and in the field of statistics and machine learning, Bayesian methods are now widely practiced and generally accepted (Efron, 2013; M. D. Lee & Wagenmakers, 2013, Figure 1.2; Poirier, 2006). This surge of interest in Bayesian methods is due in large part to pragmatic considerations—specifically, the development of a set of numerical techniques known collectively as Markov chain Monte Carlo (e.g., Gamerman & Lopes, 2006). Using Markov chain Monte Carlo, researchers can develop and apply complicated statistical models and obtain an arbitrarily close approximation to the posterior distribution by repeatedly drawing representative samples from it, instead of having to work on arduous mathematical derivations (e.g., Lunn, Jackson, Best, Thomas, & Spiegelhalter, 2012).

Perhaps a similar surge of interest in Bayesian inference awaits the social sciences. Currently, however, the frequentist paradigm still dominates statistical education and determines the academic agenda for guidelines on how to analyze data and report results. To break

Figure 4
Anscombe’s Quartet

Note: Gray regions indicate the 95% Bayesian posterior predictive interval (Gelman, 2010; Meng, 1994; see textual discussion for details).
the frequentist stranglehold, the social sciences require more Bayesian course books (e.g., Dienes, 2008; Kruschke, 2010; M. D. Lee & Wagenmakers, 2013) and more user-friendly software packages that facilitate the application and interpretation of Bayesian methods (e.g., see Appendix B in the online supplemental material). In the end, we suspect that for the social sciences as for statistics and machine learning, the chances for widespread adoption of Bayesian methods depend primarily on practical considerations.

So should management scientists become Bayesians? Given the lack of user-friendly software and course material, a complete and wholesale shift does not appear to be practically feasible right now. However, it is possible for management scientists to apply Bayesian thinking and Bayesian procedures for an ever-growing subset of statistical models (e.g., correlation and hierarchical regression, as described above).

For these models, we believe it is productive and prudent to assess the Bayesian conclusions alongside the frequentist conclusions. It may happen, as we showed in the example on hierarchical regression, that a p value is lower than .05 but the Bayes factor indicates that the evidence is only anecdotal. At a minimum, such conflicts urge caution and suggest that the evidence is equivocal.

In conclusion, the JZS Bayes factor regression analysis is relatively easy to carry out. Researchers can construct their regression models and apply either the covariate testing or model comparison method described in the previous sections. Researchers familiar with the R programming language may benefit from downloading our analysis scripts and data, all of which is available online. Researchers who are more comfortable with Web interfaces may conduct JZS Bayes factor regression analysis through Jeff Rouder’s user-friendly Web-applet (see http://pcl.missouri.edu/bf-reg and Appendix B in the online supplemental material).

One may argue that in many situations, the data will pass the “interocular traumatic test” (i.e., when the pattern in the data is so evident that the conclusion hits you straight between the eyes; Edwards et al., 1963), and the results will be clear no matter what statistical paradigm is being used. Luckily, this is true; however, some data fail the interocular traumatic test and the results may indeed depend on the statistical paradigm that is used. In such cases, it seems worthwhile to not just base one’s statistical inference on frequentist methods alone but also rely on Bayesian techniques.

Notes

1. Despite the conceptual divide between Bayesian credible intervals and frequentist confidence intervals, it so happens that under uninformative priors, for a specific set of models and a specific set of parameters, there is numerical agreement between the credible interval and the confidence interval (Lindley, 1965).
2. As is becoming increasingly common, we use “hypothesis” and “model” interchangeably in this report. Models are used to encode or specify hypotheses, and hypothesis testing may be considered a form of model comparison.
3. The “fat-tail Normal” is a so-called Cauchy distribution (i.e., a t distribution with 1 degree of freedom). Compared to the Normal distribution, the Cauchy distribution has more mass in the tails.
4. Note the distinction to the kind of hierarchical regression that assumes a multilevel structure (e.g., Gelman & Hill, 2007).
5. The link to the simulated data is http://tinyurl.com/onlineSupplement.
6. In what follows, we deliberately ignore the complication that, for the simulated data set, the beta coefficient corresponding to Hypothesis 3 (Social Support × Role Expectations) does not have the correct sign—in the original data, the beta coefficient was estimated to be 0.11 instead of −0.04. This qualitative mismatch reveals that, despite considerable effort, we were unable to generate simulated data that matched the original data exactly.
7. Bayes factors are not a silver bullet; specifically, they are not robust to many questionable research practices, such as selective publication and selective reporting (Simmons, Nelson, & Simmons, 2011). This underscores that any reasonable method for inference will be sensitive to the data it confronts according to the adage “garbage in, garbage out.”

References


