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Jones and Dzhafarov (2014) provided a useful service in pointing out that some assumptions of modern
decision-making models require additional scrutiny. Their main result, however, is not surprising: If an
infinitely complex model was created by assigning its parameters arbitrarily flexible distributions, this
new model would be able to fit any observed data perfectly. Such a hypothetical model would be
unfalsifiable. This is exactly why such models have never been proposed in over half a century of model
development in decision making. Additionally, the main conclusion drawn from this result—that the
success of existing decision-making models can be attributed to assumptions about parameter distribu-
tions—is wrong.
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Modern decision-making models have been used to uncover
new insights about brain and behavior in dozens of different
paradigms requiring choice among two (e.g., Ratcliff, & McKoon,
2008) or more (e.g., Busemeyer & Diederich, 2002) options. All
modern models share a common and simple structure: They as-
sume that evidence is gradually accumulated from the environment
and a decision is made whenever the evidence reaches a threshold
amount (e.g., the diffusion model, Ratcliff 1978; Ratcliff & Tuer-
linckx, 2002; and the linear ballistic accumulator model [LBA],
Brown & Heathcote, 2008). In their simplest forms, the models
have three central parameters: the drift rate, which measures how
fast evidence accumulates; a threshold, which measures how much
evidence needs to accumulate before a decision is made; and
nondecision time, which measures how much time is taken up by
processes other than decision making, such as the time taken to
push a response button.

Over the past 50 years (since Stone, 1960), the most basic
versions of these models have been proven incomplete. For exam-
ple, the earliest version of the model, described above, successfully
predicted the general shape of response time distributions, the
trade-off between urgent versus cautious decisions, and even some
fine details of response time distributions such as hazard rates.

However, these early versions made such highly constrained pre-
dictions that they were unable to accommodate patterns of differ-
ing speed between incorrect and correct responses, which were
regularly observed in data when participants were told to respond
quickly (e.g., Ratcliff & Rouder, 1998). These limitations have
informed model development, and modern response time models
include two key elements that address these earlier limitations:
They assume that the drift rate varies randomly from decision to
decision and that the starting point of the evidence accumulation
process varies randomly from decision to decision. The distribu-
tions assumed for the trial-to-trial variability of the drift rate and
start point have always been simple forms with one additional free
parameter. The interested reader will find a detailed history of the
development of response time models and the implications for
model constraint and falsifiability in the supplemental materials to
this comment.1

Jones and Dzhafarov’s (2014) Central Result:
Infinitely Complex Models Can Be Unfalsifiable

Jones and Dzhafarov’s (2014) main result extends earlier work
by Townsend (1976), Marley and Colonius (1992), and Dzhafarov
(1993). The key idea is that if one allows unbounded complexity
and freedom in the across-trial distribution of drift rates, the model

1 The supplemental materials address in detail specific claims about (a)
a lack of empirical support for the LBA and diffusion models, (b) the
flexibility and testing of the LBA and diffusion models, (c) positions held
by authors of evidence accumulation models about the status of different
assumptions made by their models, and (d) the supposed special status of
distributional assumptions over other assumptions.
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can perfectly fit any and all data sets. This is intuitively obvious.
For example, if the threshold was set at 1.0 (i.e., 1 unit of evidence
is required to trigger a decision) and the drift rate distribution
happened to perfectly invert the observed data (i.e., each observed
response time [RT] corresponded to a drift rate sample of 1/RT),
then the predicted data from the model would perfectly match the
observed data. Jones and Dzhafarov’s (2014) theorems formalize
this intuition.

It is not surprising that allowing infinite complexity in a model
makes it unfalsifiable. This is not unique to decision-making or
response time models but applies to all models. For example, it is
trivial to see that signal detection theory can perfectly fit any
pattern of hit and false alarm rates, if one allows unbounded
freedom in how the parameters (d= and bias) change across con-
ditions. Similarly, a linear regression model with an unlimited
number of predictors will fit any data at all.

This kind of result does not make signal detection theory or
linear regression any less useful; rather, it means that researchers
should limit the complexity of models instantiated within these
frameworks. This is exactly what has always happened in practice
with decision-making models. Researchers have never proposed
arbitrary and complex distributions for across trial variability but
have always restricted themselves to highly constrained and ex-
tremely simple distributions, such as the uniform distribution (for
start points) or the Gaussian distribution (for drift rates). The
central result of Jones and Dzhafarov (2014), while entirely correct
for hypothetical, unrealistic models, applies to no actual model that
has ever been proposed.

It is true that the particular forms of the across-trial variability
parameters in decision-making models (Gaussian and uniform)
were originally chosen arbitrarily, for practical and not theoretical
reasons. However, since these forms were chosen in the original
model development, they have been fixed in the dozens or hun-
dreds of applications of the models that have followed. This
constitutes a rigorous test of the models. The simple forms chosen
for across-trial variability result in falsifiable models that could
easily have failed to fit new data, many times over, but this has not
happened. In other words, if the precise shape of the across-trial
distributions had been crucial for the model’s success in fitting,
one would expect these shapes to differ from experiment to ex-
periment (or even across subjects or conditions) to accommodate
the idiosyncrasies of different data. In reality, the models have
managed to provide an excellent account of hundreds of data sets
and thousands of participants using exactly the same distributional
shapes.

What Are the Implications for Real
Decision-Making Models?

An important conclusion drawn from Jones and Dzhafarov’s
(2014) main result and stated prominently on the front page is that
“the explanatory or predictive content of these models is deter-
mined . . . by distributional assumptions” (p. 1). This is a mistaken
conclusion that does not follow from the central result. Jones and
Dzhafarov showed that a new model formed by allowing infinite
complexity in the drift rate distribution could be unfalsifiable. This
does not imply the standard model’s falsifiability was entirely due
to its assumptions about drift rate.

The problem with concluding that drift rate assumptions are
the key to the standard models’ falsifiability is that allowing
infinite flexibility in drift rate distributions is sufficient to
create an unfalsifiable model, but it is not necessary. There are
almost as many ways to make a model unfalsifiable as there are
parameters in the model: Almost any parameter, if endowed
with infinitely flexible distributional assumptions, can result in
a new model that is unfalsifiable. For example, if one allowed
infinite complexity in the distribution of nondecision time, the
model could fit any response time data at all (e.g., by assuming
that the distribution of nondecision time was exactly the ob-
served data distribution and that the time taken for the decision
process was zero). Similarly, if one allowed infinite complexity
in the distribution of start points, the model could fit any data
at all (e.g., by assuming a constant drift rate of 1.0, a threshold
of zero, zero nondecision time, and a start point distribution that
was exactly the negative of the observed data). Similar argu-
ments can be made about most parameters of a model, from the
shape of the evidence accumulation curve to the location of the
threshold.

These trivial examples illustrate the mistake of according spe-
cial status to the drift rate assumptions (or any single assumption).
Rather, a model’s predictive content is determined by all of its
assumptions together, and it is wrong to assign special status to
particular assumptions about across-trial variability. Confusingly,
Jones and Dzhafarov (2014) appear to come to exactly this same
conclusion but rather less prominently (on p. 24): “one needs to
consider both distributional and structural assumptions jointly.”
Our supplemental materials further explore the tension in Jones
and Dzhafarov’s article between the idea that all model assump-
tions matter equally versus the idea that one particular model
assumption carries all the predictive power.

Conclusion

In a provocative and mathematically sound article, Jones and
Dzhafarov (2014) have proposed hypothetical response time mod-
els with infinite complexity in distributional shape and shown that
these models are unfalsifiable. This conclusion corroborates cur-
rent practice that eschews such models in favor of models that are
highly constrained in distributional shape. Despite their con-
straints, these realistic models have consistently yielded good fits
to many data sets across a range of different paradigms without
changes in the distributional assumptions across hundreds of ex-
periments and thousands of participants. The empirical success of
realistic, constrained models shows that the explanatory and pre-
dictive content of realistic response time models is not determined
by distributional assumptions.

In summary, Jones and Dzhafarov (2014) are right to point out
that parameter distribution assumptions of decision-making mod-
els deserve scrutiny, but that scrutiny has a long history (e.g., Link
& Heath, 1975) with increased recent activity (e.g., Heathcote &
Love, 2012; Ratcliff, 2013; see the supplemental materials for
more details). However, we conclude that although Jones and
Dzhafarov’s main results are important for hypothetical, infinitely
complex models that have never been proposed, they are much less
relevant for the realistic models that are used in actual practice.
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